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Questions 


Provide brief responses to the following items.

1.
Name some sources of overall project risk.

no or few metrics, and measures used for estimates and risk assessment are inaccurate guesswork.
unrealistic deadlines, such as high-tech projects that have inappropriately aggressive schedules. Another source of overall risk is Some sources of overall project risk include 
Projects that are led by team members skilled in technical work, but with no project management training, (“accidental” project leaders), is a source of overall project risk. project size increases with scale induce overall project risk; the larger the project, the more likely it is to fail.  (Kendrick,, 2003).Poor initial definition, inadequate requirements, and insufficient specification change control causing scope creep are overall project risks. Finally, 
2.
How do questionnaires and surveys make good risk assessment tools?

You can analyze all the data to produce an overall assessment of risk. This can be used to compare projects, to set expectations, and to establish risk reserves. You can also scan the responses question by question to find particular project-level sources of risk—questions where the responses are consistently in the high-risk category. Risk surveys can be very compelling evidence for needed changes in project infrastructure or other project factors that increase risk.  (Kendrick, 2003).
3.
Explain what makes a good project metric.

Project metrics help to achieve the behavior and the results you want. A good project metric will help you detect changes, trigger process improvements, evaluate process modifications, and make performance and progress visible. (Kendrick, 2003).
4.
Identify the key features of simulation and modeling.

Simulation and modeling will imitate a real-world situation mathematically, help you study its properties and operating characteristics, and aid in drawing conclusions and making action decisions.(Render, Stair, & Hanna,2008).
5.
Describe decision trees as used for evaluating alternatives.

Decision trees are used when a decision cannot be viewed as a single, isolated occurrence, but rather as a sequence of several interrelated decisions. In this case, the decision maker makes an entire series of decisions simultaneously. (Again, a risk neutral utility relationship is assumed.) (Kerzner, 2010).
Decision Tree: A sequence of decisions presented in a graphic of nodes and branches. As the scenario unfolds (or grows), from the initial node to the decision and chance nodes and, finally to the terminal nodes and payoffs, it resembles a tree. ("Melbourne Business," n.d.). 
6.
Describe statistically dependent and independent events.

For independent events, the occurrence of one event has no effect on the probability of occurrence of the second event, i.e. flipping of coins. Dependent events:  one event affects the odds of the other, i.e. winning a lower bracket of a basketball game is required to win the tournament. 
(Render, Stair, & Hanna, 2008).
7.
Explain the difference between discrete and continuous probability distributions.

Discrete random variables can assume only a finite or limited set of values, i.e.  ten equals ‘best’, five equals ‘good’, etcetera.  Continuous random variables can assume any one of an infinite set of values. The total values in continuous random variable must have a sum equal to the integer 1. 
(Render, Stair, & Hanna, 2008).
8.
List the steps of the decision-making process.

Clearly define the problem at hand

List the possible alternatives

Identify the possible outcomes or states of nature

List the payoff or profit of each combination of alternatives and outcomes

Select one of the mathematical decision theory models

Apply the model and make your decision 
(Render, Stair, & Hanna, 2008).
9.
Describe how someone can make decisions under uncertainty using probability values.

According to Project Management: A Systems Approach To Planning, Scheduling, And Controlling (Kerzner, 2001, p. 749)
The difference between risk and uncertainty is that under risk there are assigned specific probabilities, and under uncertainty meaningful assignments of specific probabilities are not possible. As with decision making under risk, uncertainty also implies that there may exist no single dominant strategy. The decision maker, however, does have at his disposal four basic criteria from which to make a management decision. The use of each criterion will depend on the type of project as well as the project manager's tolerance to risk.

Long story short, while there may be uncertainty, you can elect to take the path of ‘best resistance’. Depending on your tolerance for risk, you can ascertain a path that best suits your current situation. If your company profile supports a strong budget, risk can be more aggressive, ie. a maximax situation. 

10.
What is a regression equation and when is it used?

The regression equation is the regression of y on x (the equation representing the relation between selected values of one variable (x) and observed values of the other (y); it permits the prediction of the most probable values of y). (Princeton University, 2010) 
Regression analysis can be used to understand the relationship between variables and to predict the value of one variable based on another variable. (Kerzner, 2010).

If you wanted to compare your mutual fund based on the Dow Jones Industrial Index you could plot your mutual fund over time on the X axis and the Dow Jones Industrial Index on the Y axis over the same time. This will give you an indicator of your mutual fund performance based on the Dow Jones Industrial Index.
11.
Describe the coefficient of determination and the coefficient of correlation.

The coefficient of determination is the proportion of the variability in Y explained by the regression equation. You can determined the percent of the variability in Y that is explained by the equation based on X
An expression of the strength of the linear relationship is the coefficient of correlation and will always be between plus one and minus one. (Render, Stair, & Hanna, 2008). 

As an example, a correlation greater than eight tenths is strong and a correlation less than five tenths is a weak correlation.
12.
List and describe the four basic criteria from which a decision can be made in the face of uncertainty.

Maximax,  (optimistic), will find the alternative that maximizes the maximum payoff, but may put more at risk.  (Render, Stair, & Hanna, 2008), Kerzner, 2010).
Maximin (pessimistic), used to find the alternative that maximizes the minimum payoff. A conservative approach concerned about how much you can afford to lose. (Render, Stair, & Hanna, 2008), Kerzner, 2010).
Criterion of realism, (Hurwicz), is a weighted average between the maximax and the maximin. .  (Render, Stair, & Hanna, 2008), Kerzner, 2010).
Equally likely, (Laplace), considers the average payoff for each alternative and selects the alternative with the highest average.  (Render, Stair, & Hanna, 2008), Kerzner, 2010).
Minimax, (or Savage), regret is the difference between the optimal profit and actual payoff for a decision. The decision maker trys to minimize the maximum regret.  (Render, Stair, & Hanna, 2008), Kerzner, 2010).
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